Numerical Solution of Integral Equations Using a Combination of Chebyshev Collocation and Lagrange Interpolation
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ABSTRACT

In the present article, we find the numerical solution to integral equations using Chebyshev polynomials as follows

We identify the coefficients of $[a_i]_N = 0$ by expanding the series $\sum_{i=0}^{N} a_i T_i(t)$ in order to find an approximation for $x(t)$. This method gives an approximate solution to integral equations and is effective for solving Fredholm and Volterra integral equations of first and second kind. In the present article, Lagrange interpolation and quadrature rules are applied for numerical solution of integral equations.
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Introduction

We assume the following Fredholm integral equation

$x(t) + \int_{-1}^{1} k(t, s)x(s)ds = y(t), \quad -1 \leq t \leq 1,$  \hspace{1cm} (1)

and the following Volterra integral equation

$x(t) + \int_{-1}^{t} k(t, s)x(s)ds = y(t), \quad -1 \leq s \leq t, \quad -1 \leq t \leq 1.$  \hspace{1cm} (2)

Equations (1) and (2) are in the form of the following operator equation

$(1 + K)x = y,$  \hspace{1cm} (3)

where $x \in [-1,1]$ and $y \in [-1,1]$ are unknown functions, $I$ is an identity operator, and $K$ is a linear operator with the following form

$K(x) = \int_{-1}^{1} (0, s)x(s)ds \hspace{1cm} (4)$

Our purpose is to find an approximation to $x$ while taking the interpolation properties into account. Here, we choose Chebyshev polynomials as the approximation function. We assume that $\delta$ is a partition of the interval $[1,1]$ defined by the nodes $[t_i]$ as $[1, 5, & 6]$: $-1 = t_1 \leq t_2 \leq \ldots \leq t_n = 1$.

Using the assumptions of a set of approximations of $[a_i]$, we define the residual function as follows

$r(t) = \sum_{i=0}^{N} a_i (I + K)T_i(t) - y(t). \hspace{1cm} (6)$

Now $[a_i]$ is chosen in such a way as to minimize $r$. As a method for choosing $N$ points $S_i = 0 \ldots N$ for solving the system of linear equations, we assume that

$r(S_i) = 0 \quad S_i = 0 \ldots N. \hspace{1cm} (7)$

The above method is called the Chebyshev collocation method. Then we combine this method with usual Lagrange interpolation and explain the technique for this method [2, 6 & 7].

$x(t) \approx x_{n+1}(t) = \sum_{k=0}^{N} p_k(t, s_k)x(s_k), \quad -1 \leq t \leq 1.$  \hspace{1cm} (8)
\[ p_N(t, s_k) = \sum_{j=0}^{N} D_{jk} Q_N(t, t_j) \quad -1 \leq t \leq 1, \quad (9) \]

\[ Q_N(t, t_j) = \prod_{k=0}^{N} (t - t_k), \]

\[ D_{jk}, \quad k = 0 \text{ are elements of the matrix } R^{-1}. \]

Since \( i, j = 0, \ldots, N \), \( r_{ij} = Q_N(s_i, t_j) \), where the elements of matrix \( R \) are written as \( R = [r_{ij}] \) and the nodes \( s_i \) and \( t_j \) are written as follows

\[ t_i = -1 + \frac{2i}{N+1}, \quad s_i = \cos \left( \frac{i \cdot 0.5\pi}{N+1} \right). \]

**The Chebyshev Collocation Method for Solving Integral Equations:**

We consider the Fredholm integral equations of the second kind (1) and using approximations for interpolations (5) and (8) we have

\[ \sum_{j=0}^{N} \phi_j a_j = y(s_i), \quad (10) \]

\[ \psi_{ik} = \sum_{j=0}^{N} A_{ij} D_{jk}, \quad \phi_{il} = \sum_{k=0}^{N} \psi_{lk} T_i(s_k), \]

\[ A_{ij} = Q_N(s_i, t_j) + \int_{-1}^{1} K(s_i, s) Q_N(s_i, t_j) ds. \quad (11) \]

From Volterra integral equation of the second kind (2) and using approximations for interpolations (5) and (8) we have

\[ \sum_{j=0}^{N} \psi_{ij} a_j = y(s_i), \quad (12) \]

where \( \psi_{ik} = \sum_{j=0}^{N} A_{ij} D_{jk}, \quad \phi_{il} = \sum_{k=0}^{N} \psi_{lk} T_i(s_k) \)

\[ A_{ij} = Q_N(s_i, t_j) + \int_{-1}^{1} K(s_i, s) Q_N(s_i, t_j) ds. \quad (13) \]

There are different methods for discussing integral equations of the second kind with high precision, but the methods for solving integral equations of the first kind are few. Here, we solve integral equations of the first kind with the same methods already used, and consider the following Volterra integral equation of the first kind

\[ \int_{-1}^{1} k(t, s)x(s) ds = y(t), \quad 0 \leq t \leq 1 \]

\[ \sum_{j=0}^{N} \psi_{ij} a_j = y(s_i) \quad (14) \]

\[ \psi_{ik} = \sum_{j=0}^{N} A_{ij} D_{jk}, \quad \phi_{il} = \sum_{k=0}^{N} \psi_{lk} T_i(s_k) \]

\[ A_{ij} = \int_{-1}^{1} K(s_i, s) Q_N(s_i, t_j) ds \quad (15) \]

Considering the Fredholm integral equation of the first kind with the form \( \int_{-1}^{1} k(t, s)x(s) ds = y(t) \) and using approximations (5) and (8) we have

\[ \sum_{j=0}^{N} \psi_{ij} a_j = y(s_i) \quad (16) \]

\[ \psi_{ik} = \sum_{j=0}^{N} A_{ij} D_{jk}, \quad \phi_{il} = \sum_{k=0}^{N} \psi_{lk} T_i(s_k) \]

\[ A_{ij} = \int_{-1}^{1} K(s_i, s) Q_N(s_i, t_j) ds \quad (17) \]

And here \( T_i(s_k) \) is shown by Chebyshev recurrence relation [6, 7, 8, & 9].

**Calculation of the Integrals:**

The above integrals in equations (11), (13), and (17) can be approximated using Clenshaw-Curtis quadrature rule. This is a quick method for approximating integrals:

\[ A_{ij} = \int_{-1}^{1} K(s_i, s) Q_N(s_i, t_j) ds \]

\[ A_{ij} \approx \sum_{k=0}^{N} W_k K(s_i, t'_k) Q_N(t'_k + 1, t_j) \quad (18) \]

\[ W_k = \frac{2}{N+1} \sum_{s=0}^{N+1} V_s \cos \left( \frac{sk\pi}{N+1} \right) \quad (19) \]

\[ t' = \cos \left( \frac{kr}{N+1} \right) \]

If \( N \) is an even number, \( V_s = \frac{2}{1-N^2} \) and if it is an odd number, \( V_s = 0 \). After solving \( N + 2 \) equations from the above formulæ, we will arrive at a solution set of \( a_t \) and then we approximate the integral equations using \( \Sigma_{k=0}^{N+1} a_t T_i(t) \) [6].

**Example 1:**

We consider the following Volterra integral equation of the second kind [3]

\[ \int_{0}^{t} k(t, s)x(s) ds = y(t), \quad 0 \leq t \leq 1 \]

\[ k(t, s) = \cos(t - s), \quad x(t) = t \sin(t), \quad x(t) = 2 \sin(t) \]

**Example 2:**

We consider the following Fredholm integral equation of the first kind [4]
Conclusion:

There are different methods for discussing integral equations of the second kind with high precision, but there are few methods for solving integral equations of the first kind due to being ill-posed. The method presented in this article can be used for solving both Volterra and Fredholm integral equations. In approximation methods such as collocation, Galerkin, etc., the choice of roots and points affects the level of approximation, and finding the points and approximation values and replacing them in the function yields the approximation. However, the method discussed in this article uses Chebyshev functions instead of using the obtained values. The function is approximated using Chebyshev polynomials, and a very quick technique called Clenshaw-Curtis quadrature rule is used along with Chebyshev collocation and Lagrange interpolation to approximate the integral equations. In the examples provided, the diagrams obtained are very close to the real solution of the equations and thus this is a great method for approximating Volterra and Fredholm integral equations of the first and second kind.
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